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Disclaimer 

EUBrazilCloudConnect EU-Brazil Cloud infrastructure Connecting federated resources for Scientific 
Advancement (2013-2015) όƘŜǊŜƛƴŀŦǘŜǊ ά9¦.wŀȊƛƭ//έύ is a Small or medium-scale focused research 
project (STREP) funded by the European Commission under the Cooperation Programme, Framework 
Programme Seven (FP7) Objective FP7-ICT-2013.10.2-EU-Brazil Research and Development 
cooperation, and the National Council for Scientific and Technological Development of Brazil (CNPq) of 
the Brazilian Ministry of Science and Technology (MCT) under the corresponding matching Brazilian 
Call for proposals MCT/CNPq 013/2012. 

This document contains information on core activities, findings, and outcomes of EUBrazilCC project, 
ŀƴŘ ƛƴ ǎƻƳŜ ƛƴǎǘŀƴŎŜǎΣ ŘƛǎǘƛƴƎǳƛǎƘŜŘ ŜȄǇŜǊǘǎ ŦƻǊƳƛƴƎ ǇŀǊǘ ƻŦ ǘƘŜ ǇǊƻƧŜŎǘΩǎ External Expert Committee. 
Any references to content in both website content and documents should clearly indicate the authors, 
source, organization and date of publication. 

The document has been produced with the co-funding of the European Commission and the National 
Council for Scientific and Technological Development of Brazil. The content of this publication is the 
sole responsibility of the EUBrazilCC Consortium and its experts and cannot be considered to reflect 
the views of the European Commission nor the National Council for Scientific and Technological 
Development of Brazil. 
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Executive Summary 

The EU-BrazilCC project, with practical use cases, built on a close collaboration between a strong 
partnership of European & Brazilian excellence, is a preliminary step towards providing a user-centric, 
real test bench for European and Brazilian research communities to test the execution of scientific 
applications. EUBrazilCC exploits & coordinates existing heterogeneous e-Infrastructures (virtualized 
datacentres, supercomputers and even desktops exploited opportunistically) over a wide geographic 
cross-Atlantic area.  

This document provides the content of the Deliverable 3.5 άFinal Infrastructure Assessment ReportέΦ It 
consists of the assessment report produced by Task 3.1, containing information about the work 
performed to deploy, maintain, and support the use of the infrastructure for the whole duration of the 
project. 

The report provides a complete description of (i) the main infrastructural resources in terms of 
άƛƴŦǊŀǎǘǊǳŎǘǳǊŜέ ŀƴŘ άǎŜǊǾƛŎŜǎέ ǇǊƻǾƛŘŜŘ ōȅ ǘƘŜ 9¦.ǊŀȊƛƭ// ǇŀǊǘƴŜǊǎΣ and (ii) the main activities related 
to the infrastructure (Task 3.1) that have been carried out during the project.  

In particular, the document describes the available infrastructure, the different types of services, the 
dashboard tools providing a global view about the available, the federated resources, a monitoring 
system reporting the status of the federation, and the technical activity carried out to address the 
main infrastructural issues. 

A complete on-line documentation has been prepared during the whole duration of the project to 
provide an internal reference about the available resources, their configuration, current status and 
technical support information. Part of this information has been also made publicly available through 
the project website, to carry out dissemination about the available EUBrazilCC infrastructure 
resources. 

The status of the federation in terms of KPIs is also presented at the end of the document to 
quantitatively report on the main achievements regarding the infrastructural activity.  
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1. Introduction 

The EUBrazilCC project provides a user-centric, federated e-infrastructure for European & Brazilian 
research communities. Heterogeneous resources (virtualized datacentres, supercomputers and 
opportunistic resources ς up to 6904 CPU cores, 15360 GPU cores and 412 TB of storage) have been 
made available by the project partners to tackle the scientific challenges related to the three project 
use cases: (i) epidemiology analysis; ii) cardiovascular system simulation iii) climate change & its 
impact on biodiversity. 
 
At the end of the project the infrastructure is composed of 6 private clouds federated using the 
Fogbow middleware: two at UFCG, including one that is backed up by desktops exploited 
opportunistically, and one each at LNCC, UPV, BSC, and CMCC. It also encompasses HPC systems 
accessed through the CSGrid middleware, which has been adapted to support access to HPC resources 
using the same credentials that are used to access the EUBrazilCC federated cloud. CSGrid has also 
been enhanced to allow cloud resources to be accessed through the job-oriented API provided by 
CSGrid. 
 
Some key tasks related to the infrastructure are: (i) infrastructure deployment, setup, federation, and 
maintenance; (ii) infrastructure monitoring; and (iii) technical and internal support regarding services 
configuration, deployment, test and exploitation. 

 
The main purpose of this deliverable is to provide an assessment report containing information about 
the work performed to deploy, maintain, and support the use of the EUBrazilCC infrastructure during 
the whole duration of the project. 

Some terms, acronyms and abbreviations used throughout this document are summarised in Section 
9. 

 

2. EUBrazilCC Infrastructure and Services 

This section outlines the final EUBrazilCC infrastructure in terms of hardware (computational 
resources, storages and networks) and software components (services ς both at site and federation 
level ς and private cloud endpoints). It provides an updated overview of the infrastructure and services 
reported in 5оΦн άInfrastructure Assessment ReportέΦ 
 
Resources and services have been reported in four different views: 

- Infrastructure: includes all the information related to the resources made available by the 
EUBrazilCC partners for the activities of the project (partner providing the resource, server 
name, CPU number, GPU number, storage amount, network type, type of resource, status of 
the infrastructure deployment, notes from the provider, contact points of the system 
managers responsible for the operational activity of each infrastructure resource). 

- Site-level Services: provides the list of services made available in the EUBrazilCC federation to 
support the implementation of the three use cases. Some examples includes eScience central, 
CSGrid, PMES instances, PDAS. The following information have been collected for each of 
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them: service type, hostname/IP, port, running on, Available, notes and contact points of the 
service support. 

- Federation-level Services: includes the list of services exploited at the federation level such as 
the ones related to the security aspects or the management of the virtual machines images. 
Some of these services are: the Virtual Organization Membership Service (VOMS), the Virtual 
Machine image Repository & Catalog (VMRC) 1, and the Infrastructure Management (IM) 2. 

- Private cloud endpoints: provides the list of private cloud endpoints available in the 
federation. 

The next subsections provide a description in a tabular format of the resources and services for each 
view. An on-line reference is also available on a wiki page on the Redmine system of the EUBrazilCC 
project 3. This web page contains the four tables reported below and has been kept updated during the 
project lifetime. 

 

 Infrastructure View 

Table 1 provides a complete list of the resources available at the Infrastructure level. The EUBrazilCC 
infrastructure is highly heterogeneous since it includes different types of resources such as private 
clouds, HPC clusters and GPUs servers. These resources are made available by six providers (UPV, BSC, 
CMCC, UNEW, UFCG and LNCC) and include up to 6864 CPU cores, 15360 GPU cores and 407 TBs of 
storage.  

 

Partner Server name 
CPU 

(cores) 
GPU 

(cores) 
Storage 

(TB) Networking Type Status Notes 
Contact 
Points 

UPVLC onecloud 128 - 16 
Gigabit 

Ethernet 
Private 
Cloud 

Operational OpenNebula 4.12 
micafer@i3m.
upv.es 

BSC bscgrid20 96 - 3.6 
Gigabit 

Ethernet 
Private 
Cloud 

Operational OpenNebula 4.2 
daniele.lezzi@
bsc.es 

BSC Marenostrum - - 2000 Infiniband 
HPC 

Cluster 
Operational 

The use of 
Marenostrum is 

limited to 
developments and 

the access subject to 
BSC policies 

mariano.vazqu
ez@bsc.es 

CMCC athena 480 - 30 Infiniband 
HPC 

Cluster 
Operational  PDAS v2.0.0 installed hsm@cmcc.it 

CMCC cmccgpu 32 1024 3.5 
Gigabit 

Ethernet 
GPU 

Server 
Operational  PDAS v2.0.0 installed hsm@cmcc.it 

CMCC cmccuni 24 - 2 
Gigabit 

Ethernet 
Private 
Cloud 

Operational  OpenNebula 4.4  hsm@cmcc.it 

UNEW 
polaris.leeds.

ac.uk 
664 (up 
to 5312) 

- 24 Infiniband 
HPC 

Cluster 
Operational 

Approved dedicated 
project for EUBCC. 

jacek.cala@nc
l.ac.uk 

UFCG lsd- 96  - 4 Gigabit Private Operational OpenStack Havana eubrazilcc-

                                                      
1 http://www.grycap.upv.es/vmrc/index.php 
2 http://www.grycap.upv.es/im/index.php 
3 http://eubrazilcc-rm.i3m.upv.es/projects/eubrazilcc/wiki/WP3_infrastructure 
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production Ethernet Cloud support@lsd.u
fcg.edu.br 

UFCG 
eubrazil-

fogbow-cloud 
Up to 
500  

- - 
Gigabit 

Ethernet 

Opp. 
Private 
Cloud 

Operational  fogbow 
eubrazilcc-
support@lsd.u
fcg.edu.br 

LNCC Neblina Cloud 132  - 12 

Gigabit 
Ethernet/ 

InfiniBand 

Private 
Cloud 

Operational  OpenStack Havana 
comcidis.lncc
@gmail.com 

LNCC 
ComCiDis 

GPU Custer 
72  5376 3 

Gigabit 
Ethernet/ 

InfiniBand 

GPU 
Cluster 

Operational  
comcidis.lncc
@gmail.com 

LNCC csgrid 3248 5376 195 Infiniband 
Hybrid 

HPC Grid 
Operational 

CSGrid 
(OpenDreams+Projec
tService interfaces). 4 

sinapad-
sup@lncc.br 

LNCC csgrid - - 114 
Gigabit 

Ethernet 
Storage 
Service 

Operational 
CSGrid 

(ProjectService 
interface). 

sinapad-
sup@lncc.br 

LNCC macchpc 1392 3584 - Infiniband 
Hybrid 
HPC 

Cluster 
Operational 

CSGrid 
(OpenDreams+Projec
tService interfaces)5.  

sinapad-
sup@lncc.br 

Table 1. Infrastructure -level view 

 Site-level Services View 

Table 2 lists the services at the Site level deployed on the infrastructure described in Table 1. 
Infrastructure-level view. These services have been used to run preliminary tests related to the use 
cases, integration tests related to different software components, and training sessions.  

 

Service Type Hostname/IP Port Running on Available  Notes Contact 
Points 

PDAS 193.204.199.174 11732 CMCC yes PDAS release up and running hsm@cmcc.it 

CSGrid (under request) 
(under 

request) 
LNCC yes   

sinapad-
sup@lncc.br 

PMES 
https://bscgrid20.bsc.es/

pmes-testing/ 
443 BSC yes 

Dashboard for the UC2 
parametric runs executions 

daniele.lezzi
@bsc.es 

e-SC  eubrazilcc-esc.i3m.upv.es 22 + 443 UPV yes 

https://eubrazilcc-
esc.i3m.upv.es/beta 

Certificate file: eubrazilcc-
esc.i3m.upv.es.cer 

jacek.cala@n
cl.ac.uk 

e-SC 150.165.15.65 8080 UFCG no http://150.165.15.65:8080/beta 
jacek.cala@n

cl.ac.uk 

speciesLink tapir.cria.org.br 80 CRIA yes 
https://www.biodiversitycatalog

ue.org/services/66 
suporte@cria

.org.br 

openModeller modeller.cria.org.br 80 CRIA yes 
https://www.biodiversitycatalog

ue.org/services/37 
suporte@cria

.org.br 

                                                      
4 As it is running over operational HPC clusters shared "the usual way", users may experience queueing delays. 
5 To use this cluster directly (through SSH) we need to apply for a project (2-5 days to be processed). Currently available for 

UC2 only. 

https://bscgrid20.bsc.es/pmes-testing/
https://bscgrid20.bsc.es/pmes-testing/
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Table 2. List of services available at the site level 

 Federation-level Services View 

Table 3 provides the complete list of services available at the Federation level. The most relevant 
services at this level are: VOMS, VMRC and IM.  

 

Service Type Hostname/IP Port Running at Available  Notes Contact 
Points 

VOMS 
https://eubrazilcc-

voms.i3m.upv.es:8443/v
oms/eubrazilcc/ 

8443 UPV yes 
Dedicated VOMS instance - Valid 
EUGridPMA/TagPMA certificate 

micafer@i3
m.upv.es 

VMRC 
http://servproject.i3m.u
pv.es:8080/vmrc/vmrc 

8080 UPV yes 
Shared VMRC instance - login / 

password 
micafer@i3
m.upv.es 

IM 
http://servproject.i3m.u

pv.es/im 80 UPV yes 
Infrastructure management 

through recipes 
micafer@i3
m.upv.es 

CACTI Server Private IP at CMCC 161 CMCC yes 
Dedicated Cacti server instance 

for monitoring purposes 
hsm@cmcc.i

t 

CACTI Front-
end 

https://eubrazilcc-
monitoring.cmcc.it/ 

443 CMCC yes 
Front-end for the Cacti 

monitoring system 
hsm@cmcc.i

t 

Table 3. List of services available at the federation level 

 Private cloud endpoints View 

Table 4 shows the complete list of private cloud endpoints available in the infrastructure.  

 
Provider Interface type Endpoint 

UFCG 

OpenStack Compute http://cloud.lsd.ufcg.edu.br:8774/v2/ 

OpenStack Neutron http://cloud.lsd.ufcg.edu.br:9696 

OpenStack Volume http://cloud.lsd.ufcg.edu.br:8776/v1/ 

OpenStack VolumeV2 http://cloud.lsd.ufcg.edu.br:8776/v2/ 

OpenStack EC2 http://cloud.lsd.ufcg.edu.br:8773/services/Cloud 

OpenStack Object Store http://150.165.15.13:8888/v1/ 

OpenStack Keystone http://cloud.lsd.ufcg.edu.br:5000/v2.0 

UPV 

fogbow endpoint at UPV 

http://fbgrycap.i3m.upv.es:5269/ 

SSH (port 22) and reverse tunnel (20000-25000) 
also opened. 

OpenNebula Sunestone http://onecloud.i3m.upv.es:8080/ 

OCCI 1.1 (user/pass) http://onecloud.i3m.upv.es:3200/ 

CMCC OpenNebula rOCCI 1.0.x (x509 certificates supported)  https://rocci01.cmcc.it:11443 

BSC OpenNebula rOCCI x509 (non VOMS) certificates https://bscgrid20.bsc.es:11443 

LNCC Neblina-ComCiDis - OpenStack Cloud Management http://eubrazilcc.comcidis.lncc.br/ 

Table 4. List of private cloud endpoints 

 

mailto:micafer@i3m.upv.es
mailto:micafer@i3m.upv.es
mailto:hsm@cmcc.it
mailto:hsm@cmcc.it


 

FP7-614048 
CNPq 490115/2013-6 

 

 

 

D3.5 ς Final Infrastructure Assessment Report 
  

Page 11 of 40 

 
 

3. Monitoring system and access interfaces 

 Monitoring system 

The Cacti6 system, as reported in the evaluation phase described ƛƴ 5оΦн άInfrastructure Assessment 
ReportέΣ has been selected to monitor the resources and services available in the EUBrazilCC 
infrastructure. This tool has been chosen since it stands for a good trade-off between the set of 
metrics available for monitoring purposes and the deployment and configuration costs.  

During the second year of the project the deployment of the monitoring infrastructure has been 
completed and several nodes from various partners are currently being monitored. Furthermore, the 
Gmonitor solution (provided by INDRA) has been analysed and tested on some CMCC machines in 
order to evaluate the feasibility of its usage. Since the metrics monitored by Cacti provide most of the 
information required, it has been decided it is not feasible to deploy and maintain two monitoring 
systems. Hence, only the Cacti solution has been used to monitor the infrastructure. 

The following subsections provide a detailed description of the monitoring architecture deployed in 
the project, the endpoint views, the metrics and the nodes currently monitored. A more general 
description of Cacti is available in section 4.2 of the deliverable D3.2. 

3.1.1. System architecture 

A high-level overview of the monitoring system architecture deployed in the EUBrazilCC project is 
shown in Figure 1. Basically, the system is composed of two main blocks: (i) the monitored nodes and 
(ii) the monitoring server. The monitoring server hosts the Cacti software, which includes the web 
frontend and the poller. The monitored nodes provide a web interface with system configuration and 
administration features and monitoring views, whereas the monitoring server queries the target nodes 
and stores the values of the metrics in the round-robin databases (RRD)7. This data is used thereafter 
by Cacti to create the graphs shown in the frontend. 

                                                      
6 http://www.cacti.net/index.php 
7 http://oss.oetiker.ch/rrdtool/ 
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Figure 1. Monitoring system architecture 

A Cacti server has been configured at CMCC to retrieve data from the remote nodes using the SNMP 
version 3 protocol. Hence, on each node of the EUBrazilCC federation being monitored, a SNMP client 
has been installed and configured to accept requests from the Cacti server host. The complete SNMP 
client installation and configuration procedure is described in Appendix A. 

SNMPv3 has been chosen against older versions of the protocol since it provides security features. In 
fact, in this context, communications between clients and servers occur on the public network, and 
hence authentication, encryption and integrity are critical to ensure that the messages are exchanged 
and understood only by trusted subjects. 

 

3.1.2. Monitoring endpoint 

The Cacti web endpoint provides several features for administration and management of the whole 
system and to visualize the monitoring information. Several views and plugins are available to 
customize how the information is displayed. Regarding the default views, the following are available: 

¶ Tree mode: the nodes can be hierarchically organized in a tree. In this way the node belonging 
to the same partner can be grouped together. For each node, the complete set of graph 
displaying metrics is shown. The time interval of interest and the number of graphs per page 
can be customized. Figure 2 provides an example of the Tree mode shown in the project 
monitoring system.  
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Figure 2. Cacti tree mode 

¶ List mode: displays the full list of metrics monitored for each node. Filters can be applied to 
limit the list to a specific node and/or a metric. Figure 3 provides an example of this view taken 
from the project system. 
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Figure 3. Cacti list mode 

¶ Preview mode: shows a preview of all graphs for each node monitored. Filters can be applied 
on the node or the type of metric to be displayed. Furthermore, the time interval reported on 
the graph can be customized. Figure 4 shows an example of this mode for the Load Average 
metric. 

 

Figure 4. Cacti preview mode 
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Additionally, the monitor plugin8 has been installed on the Cacti system. This plugin provides in a single 
and unified view the status of all the tracked nodes. The following image shows an example of the 
monitor plugin view in the EUBrazilCC monitoring system. 

 

Figure 5. Monitor plugin view 

The public end point to the EUBrazilCC monitoring system is available at https://eubrazilcc-
monitoring.cmcc.it/. Accounts have been created for the system administrators of each node.   

3.1.3. Monitored metrics 

Cacti allows the monitoring of several metrics for each target node. These metrics are displayed in 
customizable graphs that can provide a different view of data depending upon the time interval of 
interest: values every 5 minutes for the last day, aggregate values over 30 minutes for the last week, 
aggregated values over 2 hours for the last month, and aggregated values over 1 day for the last year.   

In particular, the metrics monitored in the project are: 

¶ Node availability: measures the availability of a node based on its uptime. The graphs show a 
positive bar if the node is available (or reachable) or a negative bar if it is unavailable (see 
Figure 6). Furthermore, the number of days from the last shutdown and the percentage of 
uptime and downtime over the time period are provided. 

                                                      
8 http://docs.cacti.net/plugin:monitor 

https://eubrazilcc-monitoring.cmcc.it/
https://eubrazilcc-monitoring.cmcc.it/
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Figure 6. Availability graph  

¶ Interface traffic: measures the inbound and outbound traffic (bit/s) of an interface. The graph 
shows an area for the inbound traffic and a line for the outbound traffic. Additionally, it 
reports the current, average and maximum traffic values over the time interval selected. 

¶ Service status: measures the availability of a service trying to open a connection on its port. 
The graph shows a full bar it the service is reachable, or nothing otherwise. 

¶ CPU usage: measures the CPU percentage used in terms of system, user, nice9 and total usage. 
The values are shown in a stacked column graph. For each metric, the current, maximum and 
average values over the time period are also shown. Figure 7 provides an example of a graph 
for this metric. 

 

Figure 7. CPU Usage graph 

¶ Load Average: measures the system load average during the last 1, 5 and 15 minutes in terms 
of processes in the run queue (active processes). The graph also provides the current and 
maximum values over the time period for each average. 

                                                      
9 priority of a list of  processes 


















































