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Disclaimer

EUBrazilloudGonnect EUBrazil Cloud infrastructure Connecting federated resources for
Scientific Advancement (2022015)0 K SNB A y | F (i S Nd acSeall. owedidrdcdle/ ¢ 0
focused research project (STREP) funded by the European Commission under the Cooperation
Progamme, Framework Programme Seven (FP7) ObjectivelG20D13.10.2EUBrazil
Research and Development cooperation, and the National Council for Scientific and
Technological Development of Brazil (CNPq) of the Brazilian Ministry of Science and Technology
(MCT) under the corresponding matching Brazilian Call for proposals MCT/CNPq @.3/201

This document contains information on core activities, findings, and outcomes of EGBrazil
LINEP2SOG= YR Ay &42YS AyaalyOS&azI RA &iteknglddzA a K
ExpertCommittee Any references to content in both website content and documents should
clearly indicate the authors, source, organization and date of publicatio

The document has been produced with thefamding of the European Commission and the
National Council for Scientific and Technological Development of Brazil. The content of this
publication is the sole responsibility of the EUBZIConsortium and & experts and cannot

be considered to reflect the views of the European Commission nor the National Council for
Scientific and Technological Development of Brazil.
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Executive Summary

The purpose ofhe deliverable D5.4\Validation Report on EUBrazilC@tfdrmé is two-fold.

First, this deliverable includes a quantitative and qualitative assessment of user scenarios,
platform components and infrastructure resourc&econd, this deliverable also describes the
special features added to the different companie of the EUBrazilCC platform and the general
purpose use cases that can be implemented on top of it.

The EUBrazilCC platform comprises 7 components that address scientific gateways, data
analytics, data workflow execution, scalable parallel programmanagomatic infrastructure
deployment, batchqueue based and cloud resource federation. By combining the components
users can deploy a variety of virtual appliances from single VMsatable parallel prograsn

or data analytic clusterson top of a federatd infrastructure. Components are interoperable

and expose a wetlefined interface that enable adding their features. For example, the
Leishmania Virtual Laboratory makes use of Infrastructure Manager (IM) to deploy and
autoconfigure several VMs to prowctlasticity, and IM delegates on fogbow the brokering of
resources on the federated infrastructure.

The EUBrazilCC platform has been desigméiia useroriented focus. We started identifying
40 user requirements that were considered for the integvatiand improvement of the
components. A validation of those requiremehizs been performedndacceptd by the end
usersof the Use Case#\ll the mandatory requirementsere addressed. In total the degree of
completionof all the requirement is of 875% User satisfaction went over 4.5 in all the user
scenarios, with the higher score on the third one (biodiversity and climate change).

The EUBrazilCC components were a@egaluated by the application developers who analyse
their Performance, Error management, Scalability, Completion, Interoperability, Learning
curve, Convenience and Robustness, in a scale from 1 to 5, being 5 the maximum. The average
mark obtained wad.6 out of 5 above the expected KPI threshold (4).

Overall, the opinion of endsers and developers on the components of EUBrazilCC was good,
outlining the high degree of international cooperation. All the use cases described involve
components from Europeral Brazil, which has led to the creation of sustainable international
research communities.
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1. INTRODUCTION

1.1. Scope of the document

This document describes the validation of the components@irttie use cases performed by
users of the infrastructure and delopers of the platform. The document also serves as
guideline to understand the development of applications and their deployment on the
EUBrazilCC infrastructure, using the federation services. This document is comprehensive and
contains additional technal references for readers who want to develop / deploy their own
applications on the infrastructure.

1.2. Target Audiences

The document is intended for different profiles. First, users interested on the applications can
check the requirements fulfilled by ¢éhdeveloped applicationsand accesshe running
community instances or find guided instructions to deploy their own instances. Second, new
application developers willifid and evaluation of the functionality of the different components

of the EUBrazilCC platform, performed by the EUBrazilCC application devekapeadditional
information on how the user scenarios have been developed, the reader should refer to D5.3
AQCAY I § NH:Ia@sNMLJE gYSUSGlI GAZ2YE D aﬂJBaﬁzHCR:&auﬂpdnénu; 2y
interactOlF'y 06S F2dzyR 2y 5c®dn AaLYGSNRBLISNIroAfAGE

This evaluation may guide new application developers to understand the suitability of the
different components of the platform for their applications or cooments. Different usage
scenarios are described a generic way, to help users to identify the rightmost combination of
components.

Finally, this document serves as a brief internal user guide for the EUBrazilCC consortium to
document and describe thepscific configuratios and features of the different components
integrated in EUBrazilCC, to make them work together.

NonICT readers may skip section 2 and concentrate in section 3, especially in subsection 3.3.
ICT readers should proceed sequentiallgngl the sections to understand how EUBrazilCC
platform works.

1.3. Structure

This document is structured into 4 main sections (plus this one). Section 2 describes briefly the
EUBrazilCC software architecture and the advances performed in each one of the cotspone

in the frame of the project. This section also includes descriptions and instructions for six
genericscenarios from the simplest deployment of a VM to the deployment of a customised
data analytics cluster. Section 3 deals with the evaluatidhe use cases and the components.
Finally, section 4 ends with the conclusions.
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1.4. Termsand definitions

Some terms, acronyms and abbreviations used throughout this document are summarised in
annex |

2. Adoption of EUBrazilCC Components

2.1. General escriptionof the final platform architecture

The EUBrazilCC platform architecture involves seven components structured at three different
layers: infrastructure federation and management, execution services and data andigioe

1 shows the seven components and their interactions. Extensive descriptions of the
components are provided irDeliverable D3.4 (fogbow), D3.3 (CSGRID), D£4-8Gand
COMPSs), D4.681¢?) and D4.4 (PDAS)

')

I

eScibénce COMPSs

I Central PMES

Infrastr.

Manager Coh D

Figure 1: Components and interaction of the EUBrazilCC Platform

A Parallel Data AnalysisPPDA$ Data analysis framework used for scientific data
(ophidia.cmcc.ix

A eScienceCentral: Cloudenabled Finegrain workflow engine
(www.esciencecentral.co.(Qk

A COMPS®MES Platformragnostic distributed computing programming framework
(compss.bsc.gs

A My Scientific Computing Cloudh¢®): Rapid Prototyping Tool for Scientific Gateways
(www.Incc.b.

A Infrastructure Manager (IMPeployment and cloud broker service supporting multiple
backends (ww.grycap.upv.es/im

A Fogbow: Federation technology for clouds, exposing an OCCI interface
(fogbowcloud.org.

A CSGRIDJnified batch submission for heterogeneous HPC systemvs/(pucrio.br).
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Figure2 shows all possible interactions of the EUBrazilCC platform components. Users can
directly use the fogbow dashboard or the fogbow cliemtdeploy predefined VMIs in a local
cloud or the federation. A user can also access the system thraeugpecificuse case
application. A use case application can make use of IM to configure multiple coordisited

use CSGRID (directly or througit?) to run jobs on different heterogeneous resources, or
develop the application using COMP®&hpseinstancescan be deployedhrough PMES, also
interacting with fogbow and IM. Multiple epremise laaS can be used through the O&Cl
native interface of fogbow, which implements the order and federation concepts to link the
resources of the infrastructure. VMIs are stored on a tigedty catalogue and retrieved using
vmcatcher.

x Fogbow

Dashboard Fogbow
manager

Server

M :
client P

0CCI (Order) rETEEET

Fogbow

OCCI (Comp.
( P manager

COMPSs
/ PMES

External
VMI Repo

Figure 2: Components andinteraction of the EUBrazilCC Platform
2.2. Description of the components

2.2.1. Fogbow

Fogbow is the federation for laaS framework entirely developed in the frame of the EUBrazilCC
project. The architecture of th&ogbow federation consists of two main componentse t
MembershipManager and thé\llocationManager (seé&igure3).

il D5.4 ¢ Validation Report
X &gzm':;zmw-@c’vp q S P Page9 of 55

Conselho Nacional de Desenvolvimento
i 0

Cientifico e Tecnologicy




c 3 FP7614048
CNPq 490115/2018
S Lonect

bership
Manager N

Ll
ship 1
Manager A I

Membership
Manager B

Figure 3: Fogbow Architecture

One of the functionalities of theMembershipManager idinding out which members of the
federation are currently active. It follows a gossiyle synchronization protocol in order to
discover the address of thosAllocation Managers that are known to otheembership
Managers, which exchange periodic information with each other to keep their membership
information updated. The\llocation Manager running at a given site will periodically interact
with its associatedlembershipManager, runningither at the local or a remote site, notifying

its availability and retrieving the list of other currently act&cationManagers.

A client interacts with the federation by sending requests to one ofAlecation Managers

that it is able to acess. TheAllocation Manager performs a threstep authentication and
authorization procedure. At the first step, th&llocation Managerchecks if the credentials
presented by the federation user are authentic and, in this case, chedks authenticated
federation user is authorized to execute the requested operation. At the second step, the
Allocation Managemaps the credentials of the federation user to a credential that is used to
access the underlying local clauthe native authentication and authorization mechanisms of
the cloud are invoked to check if the request can be processed with this credential. Finally, at
the third step authentication and authorization procedures betwedlocation Mamagers are
performed, establishing to which otheAllocation Manages local resources should be
provided, as well as from which oth@tlocation Manages resources can be requested.

The Allocation Manager architecture also includes behavioral plugins, which are used to
customize key functions of thAllocation Manages business logic such as authentication,
authorization, prioritization, and accounting, among othdfigure4 shows the architecture of
the Allocation Manager

il D5.4 ¢ Validation Report
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Federation users' Local users'
service requests service requests

_I OCCl extension API |_

*_ Behavioural
Plugins

Interoperability Plugins

Fogbow Manager

¥ r
1 Native Cloud AP
Underlying Private Cloud

Figure 4: Fogbow Allocation Manager Architecture

In a Fogbow federation users interact with tAlocation Manageusing client software. The
Allocation Manageprovides an API that follows the Representational State Transfer (REST)
style, and imptments the OCCI standard. Additionally, it also implements extensions to the
OCCI standard, which are useful when dealing with a federation of IaaS cloud providers. In the
following, we first review the OCCI standard, and then present how we have exténtted
AYLIX SYSyli GKS Cc230626Qa !tL®

TheOpen Cloud Computing Interfag@CChis a communityspecified standard published by the

Open Grid Forum (OGF). It specifies a set of protocols and interfaces to manage cloud resources,
using the REST approach for interacting with services. The complete specification consists of a
suite of dauments including the OCCI Core, the Olahstructure and the OCCHTTP
Renderingln addition to supporting the three resource kinds defined in the OCCI infrastructure
specification, i.eNetwork ComputeandStoraggE C2 3026 Qa !t L dtwWddews YSy (2
resource kinds, namelj¥lember, andOrder.

The newMemberresource kind allows clients to obtain membership information about the
federation. It also allows clients to query information regarding quotas assigned by a particular
federation membeto a particular federation user, as well as accounting information, which can

0S LINPOJARSR 2y SAGKSNI I LISN YSYOSNND&a ol airacz
operation is subject to privacy constraints.

The newOrderresource kind allows @ss to asynchronously request the instantiation of one of

the standard resource kinds (Network, Compute or Storage). The main purpose of this extension

is to allow the appropriate management of requests that do not necessarily need to be
immediately fulfiled, or that need to be fulfilled at a particular member of the federation
GOGFNBSGSR Fff20FGA2yE Ay C230260a LI NIFYyOSO:«
might want to wait for resources to become available at a remote member, or schedeile th
instantiation of a resource to a future time. On the other hand, targeted allocation allows clients

to instantiate resources at one member, but submitting its request to another member. This
obviates the need to expose the endpoints of all federation rbers to all federation clients. In

this setting, a user will typically interact with a singléocation Manage(that manages its local

thttp://occiwg.org
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cloud), even when requesting resources at other (remote) clouds. Upon issuing an order request,
thed ASyid NBOSAPSa I KIFIYyRfS (2 G4KS 2NRSNJ GKI
An order specifies not only the kind of resource and the corresponding attributes for the
resource to be instantiated, but also a validity period for the ordére order is only fulfilled

after the beginning of the validity period and before its end. Optionally, an order may specify the
location where it should be served. If a location is not informed,Alecation Managefirst

tries to albcate the resource in the local cloud, and if not successful, it automatically cloudbursts
the allocation to another member of the federation that can fulfill the order. Orders can be of
two types: one time and persistent. One time orders are fulfilletchast once, while persistent
orders can be fulfilled multiple times. The latter is useful when there is a high enough probability
of the allocated resource to be preempted. In this case, a persistent request will allow a
replacement resource to be automadity instantiated whenever the previously allocated
resource is preempted. This extension provides a service that is similar to what is currently
LINE GARSR o0& !'2{ F2NJAGA dalLkRi¢ AyadlyoSao

2.2.2. Infrastructure Manager (IM)

IM Www.grycap.upv.es/im A & -2LJAERSBB NIBAOS GKIG SylofSa R
virtual appliances on the cloud. IM is used in the context of EUBrazilCC tecordggire
multiple-VM based virtual appliances and to be agnoaboutthe cloud infrastructure. IM is

able to deploy VMIs on different cloud backends, including EC2, Azure, Google cloud, OCCI,
Docker libvirt and thanks to EUBrazilCC, fogbow.

In the context of EUBrazilCC, IM has been extended to support febaseed nfrastructures

by integrating the fogbow client as a plirg Despite the OCCI compatibility of fogbow already
guarantees the compatibility with IM (which already supports OCCI through the rOCCI client
implementation), the extended features of OCCI areanailable through rOCCI.

A new infrastructure type (fogbow) was created. The next line defines a sample line for
accessing a fogbow dpoint:

id= eubcc; type = FogBow; proxy = file( [tmp/eubccproxy.pem ) ;
host = https://fbgrycap.i3m.upv.es:8182 ;token_typ e =VOMS

Where eubccproxy.pem is a EUBrazilCC VOMS proxy and fbgrycap.i3m.upv.es is the fogbow
endpoint for the UPV.

2.2.3. m¢c

mc?is a toolset for the rapid prototyping of science gateways. This toolset is used in the context

of EUBrazilCC to configuréet user interfaces of the cardiovascular simulation services
RSOSt2LISR Ay !'a4S /+aS nx 0SSOl dzi Seokdgplogmed. &1 S N.
Its pluggable architecture allows it to be used over differentlpalsed execution environments.

In the context of the EUBrazilCC, haclaptors have been developed to provide support for
PMESBES (in its previous version, sonly provided support for direct access to Ubixsed

&&Eﬁ?@‘:ﬁ&faﬂm"@c’qu D54 ¢ Validation Report Pagel2 of 55

Conselho Nacional de Desenvolvimento
Cientifico e Tecnolégico



http://www.grycap.upv.es/im

c ) FP7614048

CNPq 490115/2018
S Lonect

job management and also for the CSGrid middleware) and also for VOMS acdiltient(in its
previous versionnc? only provided support to locand LDAMased authentication). Besides,

its architecture has been extended to cater for diverse visualization plugins, including a VTK
based plugin aimed at the Use Case 2 of EUBf@zi

2.24. CSGRID

CSGrid is a system for management and integration of applications in a distributed and
heterogeneous computing environment. It provides a collaborative and extensible
environment to abstract the use of the computational resources, and prayea-users and
domainspecific applicationwith functionalities for creating, sharing and accessing distributed

NE&2dzNDSazr &dzOK Fa LINE2S Otihe omihiration of thaZ$GridS E S O d:

system with OpenBug-{gureb) builds up theCSGrid middleware.

Business Applications (e.g.MC?)

\‘i v A j v A i __7)___‘% 3
- y, = — - - —= =< —— - =
Cautenscrs) (_dandsbre ™| | Cautpencre (esteandshar) (otond mput ) LEmL e Ll ) Lo )
W peojects \daj/ algorithm execution_A_output data
SDK OpenBus (CORBA) | OpenDreams (CORBA) ‘ HDataService (CORBA) | SGAMonitorService (CORBA)
4 OpenBus Services Layer I 4 CSGrid Services Layer \=.
- ~ / N N N ~
Access Login Offer Job Execution| |Execution Server Algorithm Project @
Control Registry Registry Service Monitor Service Data - O
AN Service ) | Service = E
J AN VAN AN y o2
S3
=

Execution Layer Storage Layer /
_— «L ___ Data Transfer

— _— Protocol - ~ 1 Project data
[ OpenBus ] X509 certificates e L CSGrid J Mg:,,ithms

Repository Repository | command History
[ SGA |
I J
I \ file stage
3 [Feeen] | see | [ ees | [Swm | € inandout
| MsAwre
Severs N
Pri d .
rivate an
.
8
3 party grid
systems

Figure 5: CSGrid middleware overview

2.2.4.1. CSGrid Server and Middleware Services

The CSGrid Server is angmnent that intermediates requests from users and client

applications to data repositories and execution nodes. The CSGrid data repository is an area
where the CSGrid server stores the user database, user projects and algorithms execution
binaries The user database keeps data about users and their permissions. The projects area has
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a directory for the projects of each user and keeps descriptor files that hold information about
projects and the projects files. The algorithm repository has a hieraic$ticecture that uses
directories to represent each algorithm. Each directory contains a configuration file, the
binaries and subfolders containing the algorithm versions.

The CSGrid server provides a set of services for the interaction of users andtikcetions,

which are instantiated and exposed by the CSGrid Server through RMI (Remote Method
Invocation) interfaces, for Java applications that are built using CSGrid Development Kit and
through CORBA, by the OpenBus middleware, that allows extgophatations and services to
access CSGrid.

2.2.4.2. SGA

The SGA is a component that exposes interfaces to allow remote execution of algorithms on
execution host machines, and the monitoring of their status by the middleware (e.g. current or
historical processing & a G 2NJ 3S dzal 3Svd LG lfaz ftt26a |
their execution platforms, environment attributes and their current status. The SGA interface

is flexible and can be instantiated in different scenarios. It can be deployed as a daehost
machines to provide an execution interface to these hosts individually, or it can be set as a
gateway to 3rd party Resource Management Systems. In the former case, each host machine
becomes a server for the execution of algorithms. In the latéese¢c a module inside the SGA
implementing the integration with a specific system is used, and the SGA intermediates
execution requests from CSGrid to the other systems and manages these executions.

2.2.4.3. OpenBus

OpenBus is a CORBaAsed middleware used tmtegrate multiplatform and multilanguage
systems based on a serviogented architecture. It offers a service directory, access control
mechanisms and pedo-peer communication. External applications use the OpenBus
development kit (OpenBus SDK) tottenticate, publish, discover and access services
components, based on the usage policies configured by the OpenBus administrator.

2.2.5. COMPSs

COMPSs is a framework, composed of a programming model and a runtime system, which aims
to ease the development and gleyment of distributed applications and web services. The
core of the framework is its programming model, which allows the programmer to write
applications in a sequential way and execute them on top of heterogeneous infrastructures
exploiting the inherehparallelism of the applications.

COMPSs is able to execute the tasks composing the application srdyfmically deployed
according to the actual load of the execution. Several connectorstexisanage resources and
to query about details concerninifpe execution cost of multiple cloud providers during the
same execution
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In the context of EUBrazilCC, COMPSs has been made interoperable with fogbow through the
extension of thealready availabl®©CCI connector (that implements an interface to the rOCCI
client) that supports fogbow authenticationThe use of fogbow eases the configuration of
COMPSs because just one provider has to be desc(deelFigure 6) that transparently
provides cloudbursting capabilities.

Bam lona
Supercomputing
s é’;‘:"i M:Mgp oo <CloudProvider name="UPV">
<Server>https://fc-one.i3m.upv.es:11443</Server>

<Connector>integratedtoolkit.connectors.rocci.ROCCI
</Connector>

<Name>auth</Name> <Value>x509</Value>
<Property><Name>voms</Name></Property>

<Property> <Name>user-cred</Name>
<Value>/home/cdiaz/AlyaAdanCOMPSs/certs/proxy</Value>
</Property>

Job <Imagelist>
Mgmt COMPSs AlyaADAN Service <Image
(BES) name="uuid_image_for_compss_pmes_debian7kvm_im63_1

00
"> </Image> </ImagelList>

<CloudProvider name="bscgrid_foghow">
<Server>http://bscgrid20.bsc.es:8182</Server>
<Connector>integratedtoolkit.connectors.rocci.ROCCI
</Connector>

@ <Name>auth</Name> <Value>x509</Value>
<Property><Name>voms</Name></Property>

COMPSs A\yaADAN COMPSs AIyaADAN <Property> <Name>user-cred</Name>
<Value>/home/cdiaz/AlyaAdanCOMPSs/certs/proxy</Val
ue></Property>

T T <Imagelist>
—— <Image name="uuid_aa_compss_149">
-_— </Image>
| EGI AppDB .
[ — ] </Imagelist>

Figure 6: COMPSs interoperability in EUBrazilCC

The COMPSs framework includes the PMES service, a tool that manages the deployment and
monitoring of applicatiors in distributed environmens. PMES implements standard BES
interface that hides to client applicationghe intricacies of the deployment and
contextualization operationshe installation of the application packages, the required libraries,

and the monibring processes. A dashboard is also available for the configuration of the user
cloud environment.In EUBrazilCC PMES has been adopted to configure and deploy the
optimization component of the UC&hichexploresthe possiblesolutions of a given parameate

and invokesa COMPSapplication for each of the considered configurations. Through the use

of PMES the application is exposed as as service allowing to be easily invoked by an external
client, as the UC2 gateway implemented throug?mc

2.2.6. e-XienceCentral

e-Science Central {8C) is a workflow management system and has been used in the project
mainly as the processing engine for the Leishmaniasis Virtual Laboratory. The phylogenetic
pipelines exposed to the users via LVL are implemented as workfi@SC. The system offers

a set of APIs that allow the LVL to start and monitor workflow enactment and collect output.

( } D54 ¢ Validation Report
: : &C:Encmemcnologla CNPq C p Pagel5 Of 55

I Conselho Nacional de Desenvolvimento
Cientifico e Tecnolégico



cH FP7614048
CNPq 490115/2018

EU Brazil Cloud Connect
EU Brazil Cloud Computing for Science

In the context of the UC1 the Workflow APl eé&€has been extended mainly in two directions:
(1) to allow more detailed description workflow parameters, so that the LVL can expose them
to the user automatically, (2) to improve sharioigworkflows between eSC users.

During the design process a developsuallyincludesseveral blocks in a workflow and each

of the blocks haslozens of parameters to set. Most of these parameters are set with their
default values, some of them are customised by wrkflow developer during design time,

yet some are best to be exposed to the end users (e.g. the accuracy of the analysis).eWith th
proposed extension an external system (such as the LVL) can ask about which block parameters
are exposed from the workflow and then query details of each of the paramdter example,

the workflows - eubcc - ml_pipeline -1.0 workflow which implements the Mdamum
Likelihood analysis pipeline exposes four parameters and séstidall  able Workflow -

Para meters  Ex(workflowld, versionld) operation can show set {name, type, value,
description} for each of them:

[

{"name": "HTTPGet - RequestHeaders", "descriptio n": "A custom HTTP request
headers to pass to the server. Use col on to separate name and value", "type™:
"java.lang.String", "value™": " },

{ "name": "Align", "description": "Do full multiple alignment.", "type":
"java.lang.Boolean", "value": "true" },

{ "name": "SequenceURL", "descripti on": "URL to post the file to", "type":
"java.lang. String", }"value": "o

{ "name"™ " No. of Bootstrap Replications", "description™: ™, "type"
"java.lang.Long", "value": "10" }

]
This result enables the LVL to presenthie Ul the name, description and current value of all
userdefined parameters and also to validate the user input according to type of the parameter.

The other extension, which improved workflow sharing, was to allow the team of LVL
developers and &C [pelines designers to work independently on different versions of
workflows. The LVL team could rely on a specific version of a shared workflow, whilst the
pipeline development team could develop new improved versions without disturbing the work
of the other side.Then, once a new version of a pipeline became officially released, the LVL
team could update the version number in the portal.

2.2.7. PDAS

The Parallel Data Analysis Senigelesigned to address big data challenges in the scientific
domain. It executes datmtensive analysis and I/O, exploiting advanced parallel computing
techniques and data distribution strategies.
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In the EUBrazilCC project, the PDAS addresses sciehéfienges related to Use Case 3 (UC3)
on Biodiversity and Climate Change. It is exploited both for batch and interactive data analysis
on NetCDR (Network Common Data Form), LIDAR and remote sensing data.

To address the data analytics requirements augport the processing pipelines of the UC3,
several new features have been developed in the context of the project, among these are:

A Operators that work on the NetCDF format: i.e. to import data with spatial subsetting,
concatenate datasets and exportquessed data in parallel;

Operators to allow data inspection and-time-fly exploration of time series;
An operator to run scripts regarding the interaction with external tools;
An operator to manage data provenance (to track the history of a dataset);

p S S S

Operators to compare data (e.g. historical data with future scenarios) and to combine
different measures for autocorrelation analysis;

Math functionalities to compute accumulated values, linear regression, cubic spline
interpolation, Pearson correlation antb perform data reduction by computing
statistical values such as standard deviation, variance, central moment, absolute central
moment, raw moment, absolute raw moment and quantiles.

>\

Besides the previous extension, the import process has been optimizesdtae the time
required to import datasets like SEBAL output data and the operator to manage generic query
has been enhanced to automatically manage more complex data analytics operations.

To integrate the PDAS in the EUBrazilCC infrastructure, somg:lizleed scenariosave been
implemented and the functionalitieshav been introducedto deploy PDAS instances in
federated private cloud environment3hese extensions use thafrastructure Manager REST
AP? to deploy, manage and udeploy PDAS clusters.

Additionally, two new PDAS server interfaces have been developed to address interoperability:
a GSI/VOMS and a REST intedgatie former, a GSI/VOMS enabled interface, supports both
X.509 certificates and VOMfased authorisation athaddresses the interoperability with the

EGI Fed Cloud environment. In particular, authorisation mode can be based on: a local Access
Control List (local mode), VOMS attribute (global mode) or a combination of both the methods
(combined mode). This intexte has been specifically developed to comply with the security
framework adopted in EUBrazilCC. The REST interface, instead, provides a programmatic
RESTful access to the PDAS functionalities.

2.3. Description of the usage scenarios

EUBrazilCC platform expasseveral possible usage scenarios:
1. Basic instantiation of a predefined VMI.

2 http://www.unidata.ucar.edu/software/netcdf/
3 http://www.grycap.upv.es/im/doc/REST.html
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Instantiation and configuration of multiple VMs from basic VMIs.
Rumingbatch jobs on clusters or cloud deployments
Ruminganapplication on the clouéh parallelusing COMPSs.

Deployng a workflow engine for the execution of a fine grain heterogeneous workflow
on the cloud.

6. Deploynga customized PDAS cluster for data analytics.

In order to access the infrastructure, a user mhas toprovide a valid EUBral£C VOMS proxy,
which can be obtained fro the wik#. For each one of the previous scenarios, the user will also
need additional information. A VOMS proxy can be created using the comnvanas-
proxy -init -- vomseubrazilcc -- valid 48:0 -- outproxy_eubrazilcc.

a s WD

2.3.1. Basic instantiation of a predefined VMI

A VMI carbe instantiated by using the fogbeuli tool (which can be downloaded frothe
client section in the websif or a fogbow dashboardca(soavailable in the dashboard section
of the websité) or directly accessed dhe production instancé If an own installation is used
(both client and dashboard), thelRLof a running fogbowmanager must be knowie.g.
https://fbgrycap.i3m.upv.es:8182 is the address of the fogbow manager at the
UPV) If an existing portal is used, this information would be already properly configured.

Additionally, the user must know the name of the VMI to be deployed. VMIs are stored on the
EGI application databa%&/Mls are cached at all the EUBrazilCC deployments wsicatchef.
¢KS G 3 af 2 OlAppDBA&fineS the lacyl naim& 8sed for the VMI in all the
deployment. If the user wants to use a VMI not registered in AppDB she can specify a
downloadable URL where the VMI is stor@thiefirst time the VMI will be downloaded, and
further requests wi not download again the image if it is not updated in the source.

Finally, a user should provide a public key for logging in the VM. A public key can be created
using thessh - keygen command.

Figure7 shows theportal usage A sample command for the fogbow client would be:

fogbow - cli request -- create -- n2 -- image fogbow -ubuntu -- flavor small
-- url http://fbgrycap.i3m.upv. €s:8182 -- public - key ~/.ssh/id_rsa.pub

4 https://eubrazilcevoms.i3m.upv.es:8443/voms/eubrazilcc
5 http://www.fogbowcloud.org/fogbowcli.html

6 http://www.fogbowcloud.org/fogbowdashboard
7 http://ufcg -servers.dashboard.fogbowcloud.org/

8 https://appdb.egi.eu/store/vo/eubrazilcc.eu
° https://appdb.egi.eu/store/software/vmcatcher
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http://www.grycap.upv.es/
vmimages/LVLServer3.ova

e

Figure 7: Deploying VMIs using the fogbow dashboard

2.3.2. Instantiation and configuration of multiple VMs from basic VMIs.

IM exposes three interfaces: A web portal, a command line interface and a Python API. In order

to use IM, a server instance must be deployed. A default server instance is avésable
production1® but any user can install one locallfollowing the instructions ri the
documentatiot’. ADockerA YI IS Aa Ffaz2 | @ At inddcker ha NJ dza SN
client can point out to the server instance by following the instruction§ KS & O2 Y ¥ A 3 dzNJ
section ofthe IM documentation

IM uses the Resource and Application Description Language (RADL) to define virtual
infrastructures and software configurations. Description on RADL is provideateinM
documentation Along with the hardware requirements, users can define soféveckages to

be installed, configuration files to be updated, environment variables and any other additional
action using Ansiblé language. Examples of RADL on the user applications are provided in
deliverable D5.3.

Once available, the user should inctuthe location of an EUBrazilCC VOMS proxy in the
authorisation file, as well as the location of the fogbow manager endpoint to be used as entry
to the federation.The rext blockshows a configuration line for fbgw.

id= eubcc; type = FogB ow; proxy = f ile(/tmp/eubccproxy.pem) ;
host = https://fbgrycap.i3m.upv.es:8182 ; token_type = VOMS

The other information required for deploying a VMI is the local name or location of the VMI,
ALISOATASR AY GKS AGRAa&| ¢imbdey shaull delzhndceded by tHe 2 F

10 http://servproject.i3m.upv.es/im/
11 http://www.grycap.upv.es/im/documentation.php
12 https://reqistry.hub.docker.com/u/grycap/im/

Bywww.ansible.com
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GF06YKKkE LINBFAE (2 AYyRAOIGS GKS daAasS 27
W7 0 lgcdlrame hhe RADL should include a username entry, but not a password, as fogbow
uses certificatdbased authentication. An exangoRADL is provided Figure8.

network publica (outbound = 'yes")

system node (

cpu.arch="x86_64' and

cpu.count>=1 and

memory.size>=512m and
net_interface.0.connection = 'publica’ and
net_interface.0.dns_name = 'testnode' and
disk.0.image.url = 'one:/framses.i3m.upv.es/95' and
disk.0.0s.credentials.username = 'ubuntu’ and
disk.0.0s.credentials.password = 'yoyoyo' and
disk.0.0s.name = 'linux’

)

deploy node 1

Figure 8: Deploying VMIs on fogbowusing IM.

Summarizing, in order to deploy a coordinated installation of multiple VMs, the user must:

A Have access to an IM server and a fogbow manager. Default values could be
http ://servproject.i3m.upv.es:8899 for the IM server and
https://fbgrycap.i3m.upv.es:8182 for the fogbow manager.

A Have a valid VOMS proxy available in a file accessible from the machine that will run the
client (see 3.1 for details).
A Have access to an IM client or the catdh IM web portal service at
http://servproject.i3m.upv.es/im/
A Write a RADL file including the name of the VMI that should be deployed (see 3.1.1 for
details on theVMI name).
A If the IM CLI is used, an authentication file must be provided including the fogbow
credentials and the fogbow manager endpoint.
Finally, and in order to login the machine, the user has to get the information fromittual
machine This ca be obtained with thegetinfo command of IM.
im_client.py - u http://servproject.i3m.upv.es:8899 - aauth.datgetinfo
6d16a8d2 - bfs55 - 11e5- a466 - 300000000002
Then, you can copy the private kay a file, giveit the proper permissions, and log in the
machine using the username, IP and port providednas
ssh - i private_key fogbow@158.42.104.75 - p 20001
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Once completed, the infrastructure can be released withdestroy command.

2.3.3. Running batch jobs on clusters or cloud deployments

To run jobs, amnvironment with the following components must lsenfigured:
A mcengine
A OpenBus
A CSGrid
A a SGA to the cluster enviroment
A a SGA interating with a Fogbow Manager

In the CSGrid, the algorithm abstractiencapsulates the binaries thatill be executel in the

target computational resourcelK N2 dz3a K (i K Spararbe®, Nife dis€rycanicustomize

the binaries executiog forexampleA Y F2 NY¥ Ay 3 0AYy Il NB Q& F NBHdzYSydas
and more. Thus aalgorithm execution is tied to a job exg®n in the target computational

resource, that could be a node in a cluster environment or a VM in a eloudonment.

The méengine act aa frontend of the infrastructure stack, artdrough it the users can submit
jobs, obtain the status of the corapational resources, monitor jobs executioesc.

So, these are the steps a user must perform to execute a job:
1. Authenticate in the mtusing a VOMS prox¥igure9: Log i.
Select an application (CSGrid algorithm) to.run
Parameterize the application
Select the resource in which the application will be executed (optional)
. Request the job execution.

TheCSGrldorwards the VOMS proxy during the job's submission, in order to authenticate the
user in the underlining computational resourcg$or instance, the Fogbow Manager requires
the proxy to allocate a VM in the federatidimat the user ha permission

ok wbd
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Figure 9: Log in

Figure 10: Job parameterization and execution

2.3.4. Ruminga parallel application on the cloud using COMPSs.

COMPSs programmers do not need to deal with the typical duties of parallelization and
distribution, such as thread creation and sjwronization, data distribution, messaging or fault
tolerance thuseliminating most of the difficulties of concurrent/digouted programming. A

task is a method or a service called from the application codeithatended to be spawned
asyrchronously and possibly run in parallel with other tasks on a set of resources, instead of
locally and sequentially.
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